outing with
Microsoft Azure
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Michael Stiefel
- www.reliablesoftware.com

development@reliablesoftware.com
http://www.reliablesoftware.com/dasblog/default.aspx
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lavors

Platform as a Service)
e, Blobs, Queues, Tables
‘Services (Software as a Service)
=8

AC

ess Control Service

SI Azure (SQL Server in the sky)

Workflow Services

Azure Hosted Services (Application as a Service)

Hosted Exchange
Host SharePoint
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)er experience
i | a f..- . " .
~ You define rules and provide code

i & o Y g o
peon latform deploys, monitors, and manages your service

o ol @‘El&)rding to your rules
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Your Service

Dynamic
CRM
Services

Web/ Worker Role Access Live
Blobs, Tables, Queues Control || Services
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Web Role - Worker Role



lllusion of Infinite No up front commitment
Computing Resources on h .
Demand

Pay for resources as needed
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onarios

ive Computation
B Peak Capacity
irsting

‘ are as a Service

a ’_,aose To Your Customer

~Internet Scale
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0.01 per 10K

- $0.1 _r GB
- 50.15 out per GB
_th‘in the datacenter is free
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a month data out

plely
Vo i

N can cost from $30-40,000
25 year equivalent

-
Does not consider the cost of infrastructure employees
or the software licenses.
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sts

e p_rocess with no idle

age save every second
B of disk storage

7

ll

About 5000 / year
»

*Employee and licensing costs not considered
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Calls Answered Within 30 Seconds

Average # Service Interruptions Per Customer

Average # Min Without Power Per Customer

Service Appointments Met
Actual Meters Read "on cycle" vs estimate

Complaint Cases Per 1000 Customers

‘i

Goal

80%
1.373
168.69
87.78%
93.15%

1.496

an -
2009 Reliable

re, Inc.

s
.

Actual

84.64%
1.027
82.61
98.52%
98.75%
974

A‘P' %‘&-’t o
o ,‘, . ""..\ b 4

. B

Goal

80%
1.373
168.69
88.37%
93.15%
1.496

Actual

85.47%
1.051
78.55
98.73%
99.05%
1.080
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onarios

5sive Computation
Peak Capacity

. —

‘,,.---1'-‘lr

* are as a Service
Da Efose To Your Customer

~Internet Scale
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- :"124,000 miles per

P
|
||

, ston takes 100 ms.
oer is about 250 ms.

N
a4

ch .5 images for a web site: 1 second
- Ignores Latency of the operation

© Copyright 2009 Reliable
Software, Inc.




“double capacity given bandwidth
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width

/OU can shovel

\.Nidth) is limited by how
atency).
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» Data

apér Faster than

here data is instead of moving it

ing Economics Jim Gray

Y

| .
ata to be close to where your customer is
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Cy to improve reliability
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putation

 Performance
ieve Internet Scale
n Multiple Places

1sactions Impede Throughput

[ |
et

{uman Interaction
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UJp Not Out

on a single node or

¥ '|

/| dreds of options the query analyzer evaluates at

%
r
1 - l" v
> b | v ff-

Normalization
;. .
CID Transactions

Two Phase Commit guarantees consistency if you have
~infinite time

Quick scale up difficult with hardware upgrade

© Copyright 2009 Reliable
Software, Inc.




Jut Not Up

- rgués for spreading load

e data among several databases?

¥ '|

Ao
| )
t‘"ﬂ
ol LI

lieve consistency?

..I ff-‘

How do you achieve throughput with distributed
~ transactions?
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Can Have Any Two

Eric Brewer, UC Berkeley, Founder Inktomi
http://www.cs.berkeley.edu/—brewer/cs262b-2004/PODC-keynote.pdf




ability

'Single site Database

Database Cluster
LDAP

Two phase commit
Validate Cache




ioning

Distributed Database
Distributed Locking

onsistency

Partitioning

Pessimistic Locking

Minority Partitions
Invalid

f




ioning

 Forfeit Consistency
Google BigTable
Amazon Simple DB

Partitioning

Optimistic
Can Denormalize

| I No ACID transactions

Compensation




bers or Geography)
es
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| |
onstraints Views, Indices
rotocol

ne ring to get to another SQL Server
nt Availability

=




age

|ghly scalable structured

¥ '|

ations, Joins, Constraints, Schemas
Partition / Tables / Entities / Properties
Entii yn'u‘as Unigue Row Key




ices

of cbmmodity servers
cts than ORM
nts

I queries
e ) | : f

No standards among vendors (lock in)
Will Microsoft have query limits?

- Amazon no query longer than 5 seconds

P Google no more than 1000 items returned




Make: BMW Color: Grey Year 2003

Make: Nissan Color : Red Year: 2005 Transmission: Easytronic
Yellow

Plane: Boeing Color: Blue Engine: Rolls Royce







artition to scale,
decide between
ailability and consistency ?




of a Bank Check
g a photo from Flickr or Facebook

il
' N
Y » Il

Jees







Anyway

eping requires compensation

s cerl
N

1lly make consistent




e state of the world
possible
‘wrong

“m
I E

ymputers might have other opinions

- F _,--’.-'_

Ove pfn software myths of the past 25 years.




et it absolutely right?

ber their guesses

e to share guesses

.

DE cheaper to forget, and reconcile later

Jees




que key (partition key / row key)
/e when repartitioning
me two objects remain on the same

1 .

nine

Data might go offline

Transactions can only apply on per object basis

~ Different computations might come to different
’ conclusions

Define message based workflows for ultimate
reconciliation and replication of results
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dérstanding
wailability

ral Implications

" ‘Itla

for Eventual Consistency
| Remember the 2 / 10 rule
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